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What is Big Datae

iy
Big c.j.oTo refer.s fo data s} overtoad
Obl|l1'y of TYpICCﬂ datab Global information created and available storage

Exabytes
store, manage and adna
Institute, 2011 e D
1,750
Information created Dbl
1,250
Wp: . 1,000
Big data is the term for a 750
large and pomplex that wmﬂmgezgg
processusingon-nand q ==— | | |
or fraditfional data procq 205 os 07 08 09 10 11
http://en.wikipedia.org/wiki/|__3eurce: IbC
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How big Is Big Data ¢

Earlier Berkeley studies estimated that by the
end of 1999, the sum of human-produced
iInformation (including all audio, video
recordings and text/books) was about 12
Exabytes of data.

Eric Schmidt: Every 2 Days We Create As Much

Information As We Did Up To 2003.

http://techcrunch.com/2010/08/04/schmidt-data/
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Big picture of Big Data

Obama the warrior

Tl]e Misgoverning Argentina | | ~ .
ECOHO miSt The economic shift from West to East In 20] O The dlngol Unlverse WQS

Genetically modified crops blossom | |

it 1.2 ZettaBytes
The data deluge n 2015

38 ZettaBytes

In a decade the Digital
Universe will be

35 ZettaByte

Source The econom/sz‘ Feb 25 2010
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" THE PHYSICAL SIZE OF BIG DATA

oo 00
‘| 2 2 e -|- -|- O b -|- e 2 How Much Data Does the World Create Every Year?
® ®

A report from Stanford University found that the whole of humanity produces around | of

data every year.

Let's break that down into and see what would happen if we were to store this data on

00 00

oo 00

80.53 BILLION

16 GB iPhone 93 =

Laid down end to end, those iPhones would
A mose than times.

629.14 MILLION

2 TB external hard drives

The total volume of these drives could

= fill more than % Great Pyramids.

32 GB Apple iPads
Stacked one on top of the ather, this
pile would reach to the )

D 40.27 BILLION )

20.13 BILLION
64 GB USB flash drives

The valume of these drives would be encugh ta
fill up more than Empire State Buildings.

20.13 BILLION

64 GB USB flash drives

The volume of these drives would be enough to
fill up more than = Empire State Buildings.

629.14 MILLION

2 TB external hard drives

The tatal volume of these drives could

a fill more than (Great Pyramids.
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Data inflation

Unit Size What it means

Bit (b) lorQ Short for “binary digit”, after the binary code (1 or 0)
computers use to store and process data

Byte (B) 8 bits Enough information to create an English letter or number

Yottabyte (YB)  1,000ZB; 2 bytes

in computer code. It is the basic unit of computi ng

From “large” in Greek. The cr;:mplete works of Shal:e&peare total 5MB.
A typical pop song is about 4MB

From “monster” in Greek. All the catalogued books
in America's Library of Congress total 15TB

All letters delivered by America’s postal service this year will amount
to around 5PB. Google processes around 1PB every hour

The total amount of information in existence
this year is forecast to be around 1.2ZB

Currently too big to imagine

The prefixes are set by an intergovernmental group, the International Bureau of Weights and Measures.,
Source: The Economist Yotta and Zetta were added in 1991; terms for larger amounts have yet to be established.
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What are the sources of Big




Particle accelerators in physics

e SCIENC E

Astronomical instruments

CERN ’s Large Hydron Collider (LHC)
generates 15 PB a year

Climate Simulations

SQUARE KILOMETRE ARRAY (SKA) :The
world's largest radio telescope) will
collect 1 PB a day ~ 400 PB a year

The NASA Center for
Climate Simulation
(NCCS) stores 32
petabytes of climate
observations and

. simulations on the
Discover
supercomputing cluster.

Genome sequencers
in biology
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e Web Data €1 Y

@ Google oINg
YaHoO!

e e sk

e Google processes 20 PB a day (2008)

e eBay has 6.5 PB of user data + 50 TB/day (5/2009)
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ouseeomenes DO CIAl Networks

e Facebook has 2.5 PB of user data + 15

TB/day (4/2009)
o Twitter Generate approximately 12 TB of

data per day

20/06/2016
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Our Data-Driven world

naustry

AIRBUS

B Telematics Control Unit (TCU)

Dedicated — SRS (Airbag) W Audio and Video Systems
TCU Speaker » n Sah': s
ly and Sacurity Systams
Electronic W Remote Vehicle Cantrol

B Navigation

Diagnostic and
Emissions Systems

Unils (ECU)

A single airplane engine generates more than 10 TB

of data every 30 minutes.
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e BUSINESS & COmmerce

e New York Stock Exchange 1TB of data

everyday
e Walmart’'s customer fransactions generate

2.5 petabytes of data every hour.
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oo [ITEINET OF TNINGS

Smart Homes Smart Lighting

Smartphones Detection

‘Radiafion Levels

Air Pollution

Penmefer Arcess Coonfrol

Forest Fire Detection

Earthgquake Early Detect

Structural Health Monitoring =1
Tank Level

Water Leakages

Smart Parking

Smart waste

Landslide and Avalanche Prevention
Seloctive imigation
Wine Quality Enhancing
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What is Big Data used fore

Big Data has the potential to revolutionize our lives in many ways

Scientific discoveries Intelligent transportation National and computer security

T

&) tripadvisor:

get the truth. then go®

Early warning of natural disasters Decisions

g dg- » &/ Diagnosis
AIRBUS
o > LD 7. Preventfailures

9 = Cﬁ}-’%} “"4’-‘-*- Why is the system slow?

—
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Big Data Challenges

Big Data has the potential to revolutionize our lives in many ways

Volume Variety Velocity
8 ZettaBytesin 2015 I\/Iany Forms in 00 seconds:
Big Data sizes will continue Structured, unstructured, 694,445 search queries (G)
i togrow at onnu]ol rate of Text , multimedia 168 Million Emails are sent
26.24%
l Overload (1 |

0 S‘I‘OI’I n g g‘l:ﬁl;:nformatiun created and available storage

(@) ShOring . ﬂ : ; ! FORECAST iggg

o Processing ——

mm“aﬂﬂﬂumgeﬁﬂu
250

1 i 1 1 I 1 1 ﬂ
2005 086 OF 08 09 10 11
Source: IDC

| IDC Study on Worldwide Big Data Technology and Services: 2014-2018 Forecast
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Big Data Challenges

Big Data has the potential to revolutionize our lives in many ways

Volume Variety Velocity
8 ZettaBytesin 2015 I\/Iany Forms in 00 seconds:
Big Data sizes will continue Structured, unstructured, 694,445 search queries (G)
fo grow af onnu]ol rate of Text , multimedia 168 Million Emails are sent
26.24%
e Y -
0 Sforing . o All these types of data .
o Sharing gt need to linked together Media iy
o0 Processing v :3:
. AR NORDSTROM
I % o LR

¥ I amazon
Customer @

| IDC Study on Worldwide Big Data Technology and Services: 2014-2018 Forecast
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Big Data Challenges

Big Data has the potential to revolutionize our lives in many ways

Volume Variety Velocity
8 ZettaBytesin 2015 I\/Iany Forms in 00 seconds:
Big Data sizes will continue Structured, unstructured, 694,445 search queries (G)
fo grow af onnu]ol rate of Text , multimedia 168 Million Emails are sent
26.24%
0 Sforing o All these types of data o Needs to be processed fast

0 Sharing K : ] need to linked fogether o Product recommendations that
o Processing D are relevant & compelling
27 M Yy, o Air traffic control
TN ] i o o Self driving cars
e ’:“ n

Late decisions =» missing opportunities

| IDC Study on Worldwide Big Data Technology and Services: 2014-2018 Forecast
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DOGBERT CONSULTS

CUSTOMER DATA
IS AN ASSET THAT
YOU CAN SELL.

Dilbert.com DilbertCartoonist@gmail.com

ITS TOTALLY
ETHICAL BECAUSE
OUR CUSTOMERS
WOULD DO THE SAME
THING TO US IF

THEY COULD.

10-13-10 ©2010 Scott Adams, Inc./Dist. by UFS, Inc.

IN PHASE

SOUNDS  ONE, WELL
FAIR. DEHUMANIZE

THE ENEMY BY

CALLING THEM

"DATA”

Big Data Processing in the Cloud: Hadoop and Beyond
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Big Data opportunities?
0o Programming model
— MapReduce: Simple yet scalable model

0 Available computation/storage power
— Cloud computing: Allows users to lease computing
and storage resources in a Pay-As-You-Go manner

‘amazon

Windows Azure “ webservices™

Data is ONLY as useful as the decisions it enables
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woogle
MapReduce System

MapReduce is a programming model and an associated
iImplementation for processing and generating large data

sefts. --- OSDI 2004 --
/ Map Phase \/ Reduce Phase \
|  <key, value> B
—> Map
Reduce [—»
—> Map
Reduce [—»
—> Map
-l map || shuffle \

N N
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=0o0gle
MapReduce Model

MapReduce is a programming model and an associated
iImplementation for processing and generating large data
sets. --- OSDI 2004 --

/MapPhase \

<key, value>
> Map
Reduce —
1
—» Map
—>
| map /l | Shuffle | lReduce |
N

map(k, v) — <k', v'>*
Records from the data source (lines out of files, rows of a database, etc) are fed into the map
function as key*value pairs: e.g., (filename, line)
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=0o0gle
MapReduce Model

MapReduce is a programming model and an associated
iImplementation for processing and generating large data

sets. --- OSDI 2004 --
Map Phase Reduce Phase
<key, value>
—>»  Map
Reduce —P
1

—  Map

l map l\ Shuffle | lReducej

After the map phase is over, all the intermediate values for a given output key are combined
_fogether into a list

hu"a,- Big Data Processing in the Cloud: Hadoop and Beyond 20/06/2016
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=0o0gle
MapReduce Model

MapReduce is a programming model and an associated
iImplementation for processing and generating large data

sets. --- OSDI 2004 --
Map Phase Reduce Phase
<key, value>
—>»  Map
Reduce —P
1

—> Map

l map l\ Shuffle L Reducej
reduce(k’, <v'>*) — <k', v"'>*

reduce() combines those infermediate values into one or more final values per key (usually
only one)

—
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=00gle
MapReduce System

MapReduce is a programming model and an associated
implementation for processing and generating large data
sets. --- OSDI 2004 --

MapReduce: Runtime Environment
Google File System

Master




=00gle
(rhEmRlEEw

MapReduce is a programming model and an associated
implementation for processing and generating large data
sets. --- OSDI 2004 --

MapReduce: Runtime Environment

MapReduce Framework runs on the top of Google
distributed File system (GFS)

o Files are divided into blocks (64MB)

0 Blocks are replicated and distributed on many
machines

o Optimize read and write operations
o Fault-tolerance

MapReduce System
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(rhEmRlEEw

MapReduce is a programming model and an associated
implementation for processing and generating large data
sets. --- OSDI 2004 --

MapReduce: Runtime Environment
o Data locality
o Co-locating data and computation
o Fault-tolerance
0 Re-execute tasks belonging to Failed node on another node

o Exploit Parallelism
o Running independent Map (blocks) and Reduce (keys)

MR: Main features
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MR: Main features

=00gle

MapReduce is a programming model and an associated
implementation for processing and generating large data

sefs.
MapReduce: Runtime Environment

Master

--- OSDI 2004 --

Locality: co-locating
data and computation
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=00gle
MR: Main features

MapReduce is a programming model and an associated
implementation for processing and generating large data
sets. --- OSDI 2004 --

MapReduce: Runtime Environment
Fault-tolerance:
Master On worker failure
Detects failure via
periodic heartbeats
< Re-executes completed &
/ \ S o in-progress map() tasks

™

,// O

______________________________________________________________
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=00gle
MR: Main features

MapReduce is a programming model and an associated
implementation for processing and generating large data
sets. --- OSDI 2004 --

MapReduce: Runtime Environment
Parallelism:

map() functions run in parallel, creating different intermediate
values from different input data sets

reduce() functions also run in parallel, each working on @
different output key

All values are processed independently
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Actual Google MapReduce =00gle

Example is written in pseudo-code

Actual implementation is in C++, using a MapReduce library
Bindings for Python and Java exist via interfaces

True code is somewhat more involved (defines how the input

key/values are divided up and accessed, etc.)

"Google Infrastructure for Massive Parallel Processing”, Walfredo Cirne, Presentation in the industrial track in
CCGrid'2007.
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The Colored Squares Counter
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The Colored Squares Counter

HENE
HENE
HENE
HENE
... split ...
E—
HEBE
HENE
HE B
HENE
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The Colored Squares Counter

. . . split

I 67/2622,-— Big Data Processing in the Cloud: Hadoop and Beyond
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The Colored Squares Counter

. . Shuffle/sort

BEE MY
epm AR =—
EEE T
. . . ' . . . map . . Shuffle/sort
... split ..
-... ' I
HEB -1
HEB
HEBE HEN M g Shufesor
oy
11 T
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The Colored Squares Counter

. . Shuffle/sort
H BN
H BN

. . Shuffle/sort

. . . Shuffle/sort
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The Colored Squares Counter

HEB
. . Shuffle/sort
e H B
. . Shuffle/sort . . .
0 H B
. . . Shuffle/sort . .

oy

H B H B
]
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The Colored Squares Counter

Shuffle/sort . . . Red
uffle/sor educe
H B
Shuffle/sort . . . Reduce
H B
Shuffle/sort . . Reduce
) ) B 4
H B
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Word Count Example

Count the appearance of each word in a set of documents

(A.txt = to be or) (B.txt = not to be) (C.txt= to be)

(to.1) 'EE:H ——Reduce—p (be,3)
A Map— (be.1) (bel) |
(or,1)
L
(not.1) 55 (not,1) ——Reduce— (not,1)
B Map— (to,1) L
(be. 1) 2 (or1) =——Reduce—- (or,1)
(to,1) (o)
c Map— 1) (to,1) ——Reduce— (to,3)
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MapReduce: Implementations

Hive Google MapReduce

CouchDB Hadoop Filemap

Map-Reduce-Merge Disco BashReduce

GreenPlum Skynet MapSharp

Aster Data System The Holumbus Framework

Data-Intensive Applications

Phoenix
MapReduce

Mars on GPU

GridGain

MapReduce.net

Data- and Compute-
Intensive
Applications

QT Concurrent

Multi-core Programming
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Hadoop is a top-level Apache project

DAY the reign of Hadoop!

=0 Ogle

R
- (d/3/0/0

Hadoop is advocated by industry’s premier Web players --
Google, Yahoo!, Microsoft, and Facebook-- as the engine

to power the cloud.
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Hadoop History

Hadoop Creation History

YaHoO!

Fastest sort of a TB, 3.5mins

) g over 910 nodes
Doug Cutting adds DFS &

MapReduce support to Nutch
A

iy

Doug Cutting & Mike Cafarella

NY Times converts 4TB of
. started working on Nutch -

image archives over 100 EC2s

T

I

A

Fastest sort ofa TB,

b62secs over 1,460 nodes

Sorted a PBin 16.25hours
over 3,658 nodes

T

Google publishes GFS &

MapReduce papers Yahoo! hires Cutting,

Hadoop spins out of Nutch
Google S )

v
Facebooks launches Hive:

A\ J
SQL Support for Hadoop Hadoop
Source: Cloudera, Inc.
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Founded joins Cloudera
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750 attendees
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Times Machine

“All the News Browse 70 years of New York Times archives
I'hat Was Fit to Print™

Sy SHARE | PRINT | (= E-mail | L save

Welcome. TimesMachine can take vou back to any issue from Volume 1, WNumber 1 of The New-York
Daily Times. on September 18, 1851. through The New York Times of December 30, 1922. Choose a date in
history and flip electronically through the pages. displayved with their original look and feel.

TUESDAY WO DAY FRIDANY
APRIL 16, 1912 NOVEMBER 11, 1918 NOVEMBER 13, 1208
The Titanic Sinks World War I Ends 100 Years Ago Today

CE= ﬂl:u: New ﬁurk ﬁmﬁ ===
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JP«.NUARY 25 1919 AF’RI]_ 15 1855 SEF"TEMBER 18 1851

NYTimes Or’rlcles from 185] -1922 available to the pUb|IC online. There was a total of 11 mllllon
articles. They had to take sometimes several TIFF images and scale and glue them
together to create one PDF version of the article. They used 100 EC2 instances to
complete the job in just under 24 hours. They started with 4TB of data that was uploaded
into S3 and through the conversion process created another 1.5TB.
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Who is not Using
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Hadoop Component
Distributed File System

—  Name: HDFS - i } ~
—  Inspired by GFS ProceSSing
Framework
Distributed Processing Framework ~ I 7
—  Modelled on the MapReduce h

abstraction D FS

http.//wiki.apache.org/hadoop/HadoopPresentations
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HDFS Architecture: NaomeNode

Master-worker Architecture
HDFS Master “NameNode”

— Manages all file system metadata in memory
List of files
For each file name, a set of blocks
For each block, a set of DataNodes
* File aftributes (creation time, replication factor)
— Controls read/write access to files
- Manages block replication
— Transaction log: register file creation, deletion, eftc.

http.//wiki.apache.org/hadoop/HadoopPresentations
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HDFS Architecture: DataNodes

HDFES servers “DataNodes”

A DataNode is a block server
— Stores data in the local file system (e.g. ext3)
— Stores meta-data of a block (e.g. CRC)
— Serves data and meta-data to Clients
Block Report
— Periodically sends a report of all existing blocks to the
NameNode
Pipelining of Data
— Forwards data to other specified DataNodes
Perform replication tasks upon instruction by NameNode
Rack-aware

http.//wiki.apache.org/hadoop/HadoopPresentations
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HDFS Archite

cture

Metadata (Name, blocks, replicas, ...):

Namenode

., /home/dd/foo, {1,3}, 3, ...

Metadata ops. -~~~ <

/home/dd/docs, {2.4}, 4. ...

Datanodes

Y
Rack 1

http.//wiki.apache.org/hadoop/HadoopPresentations
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Fault Tolerance in HDFS

DataNodes send heartbeats to the NameNode
— Once every 3 seconds

NameNode uses heartbeats to detect

DataNode failures
— Chooses new DataNodes for new replicas
— Balances disk usage
— Balances communication traffic to DataNodes

http.//wiki.apache.org/hadoop/HadoopPresentations
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Data Pipelining

Client retrieves a list of DataNodes on which to

place replicas of a block
— Client writes block to the first DataNode
— The first DataNode forwards the data to the next
— The second DataNode forwards the data to the
next

DataNode in the Pipeline
— When all replicas are written, the client moves on
to write the next block in file

http.//wiki.apache.org/hadoop/HadoopPresentations
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Hadoop MapReduce

Master-worker architecture
Map-Reduce Master “JobTracker”

— Accepts MR jobs submitted by users

— Assigns Map and Reduce tasks to
TaskTrackers

— Monitors task and TaskTracker status, re-

executes tasks upon failure

http.//wiki.apache.org/hadoop/HadoopPresentations
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Hadoop MapReduce

Master-worker architecture

Map-Reduce worker “TaskTrackers”
— Run Map and Reduce tasks upon
iInstruction from the JobTracker

eManage storage and transmission of

InNfermediate output

http.//wiki.apache.org/hadoop/HadoopPresentations
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Deployment: HDFS + MR

~

Submit Job {JobTracker]

\ >‘ HTTP Monitoring Ul
Get Block

00 Ve Ve OO @

Machines with Datanodes and Taskirackers

http.//wiki.apache.org/hadoop/HadoopPresentations
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e EEEEERRE

Imply hash function on keys in the
Maps oulput by appearance:

hash(Hash code (Intermidiate Key) Module ReducelD)

Keys output in order of appearance
T '/--"‘/ Merge all the files
Set of records I - in one indexed file
Map Function
Record represent the :
Read .Y pB|°ck1 ' Partition Function | QUIPULIS | Sort and spill to disk
o (Mem) in Mem
HDFS &° Merge all the files
“s‘ rSet of records ) Map in one indexed file
"u represent the Functiog ,
Block?2 = Partition Function g“:f’;”te"? Sort and spill to disk
— uffer oeeooeoceoseees
(Mem) in Mem

“Handling partitioning skew in MapReduce using LEEN” S lbrahim, H Jin, L Lu, B

P He, G Antoniu, S Wu - Peer-to-Peer Networking and Applications, 2013
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/o0o0om on Reduce Phase

Merge upon user
requirements

]
- First buffer in memory until
0D} ' it reaches the threshold
hH then write to the local disk HDFS
o
- - i i “
s : L ’ Shufile ‘MEVQE Reduce s
o Buffer  "el_ Process,
O b, S .
= | g Set of
D »* Read | |ntermediate
4 cssssss)
: (Mem)
-
]
i
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Data Locality

Data Locality is exposed in the Map Task

scheduling

Data are Replicated:

— Fault folerance
— Performance : divide the work among nodes

Job Tracker schedules map tasks considering:

— Node-aware
— Rack-aware
— non-local map Tasks
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Fault-tolerance

TaskTrackers send heartbeats to the Job
Tracker

» Once every 3 seconds

TaskTracker uses heartbeats 1o detect

» Node is labled as failed If no heartbeat is recieved for a defined
expiry time (Defualt : 10 Minutes)

Re-execute all the ongoing and complete
tasks
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Speculation In Hadoop

e Nodes slow (stragglers) - run backup tasks

Other jobs consuming resources on machine
Bad disks with soft errors tfransfer data very slowly
Weird things: processor caches disabled (!!)

Adopted from a presentation by Matei Zaharia “Improving MapReduce Performance in
Heterogeneous Environments’”, OSDI 2008, San Diego, CA, December 2008.
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Hadoop ecosystem
'@Apache Hadoop Ecosystem

Ambari
Provisioning, Managing and Monitoring Hadoop Clusters
C = w
Q11 x
&P £l = 1§
L) i = _E a
) & =
0 w 2 o = w 9 v
© = UV = £ Q ¢ c = = T
g N = 2 < £ o3z uc =
v o 0 G oo = 0 3 U 5 2 ] =]
O = s = = e 5 T 3
.. @ YARN Map Reduce v2 © £
E g = Distributed Processing Framework ':E E
0 —
0 = o = .
£S|| €T | HDFS @
o 3 3 .
é Eﬂ [E; S Hadoop Distributed File System
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Hadoop ecosystem

Core: Hadoop MapReduce and HDFspQ
Data Access: Hbase, Pig, Hive

Algorithms: Mahout

Data Import: Flume, Sqoop and NUGEE

Apache Ambarl
, % ncu r.apache.o bari

ocessing in the

Cloud: Hadoop and Beyond

20/06/2016

i’




Hadoop 1.0 vs Hadoop 2.0

Split up the two major functions of JobTracker
— Cluster resource management

— Application life-cycle management
MapReduce becomes user-land library

———————————————

MapReducei Others

(data processing)

MapReduce
(cluster resource Mapﬂeducf:!; St_aius —_—
management Job Submission
& data processin Node Staius
e Rescuros Redques

HDFS

(redundant, reliable
storage)

Scalability-Fault-tolerance- Support for programming paradigms —
Better utilization
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Hadoop ecosystem

e Database * Processing
orimitives e Pig
* Hbase » A high level data-
» Wide column data flow language and
structure built on execution
HDFS framework for

parallel

HHPEHHCSHEE computatuon |
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Hadoop ecosystem

e Algorithm e Processin 5
e Mahout e Hive HIVE
»Scalable machine » Data Warehouse
learning data Infrastructure
mining »Support for custom
»Runs on the tip of mappers and
Hadoop reducers for more
- sophisticated
analysis
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Hadoop ecosystem

e Data Import e Data Import

e Sqoop e Flume

— Structured Data — Import streams

— Import and Export from — Text files and systems logs

RDBMS to HDFS

OQOOR

I 07/2622—-— Big Data Processing in the Cloud: Hadoop and Beyond 20/06/2016
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Hadoop ecosystem

e Coordination e Scheduling

e /o00Keeper e Qozie

— A high-performance — A workflow scheduler
coordination service for system to manage Apache

Hadoop jobs

distributed applicatio==
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Research challenges
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Data locality

Data locality in the Cloud

Nodel Node2 Node3 Node4 Node5 Node6
D6 EEE e EEE | EE] )
e 2 = kH kH

The simplicity of Map tasks Scheduling leads to
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Data locality: Side impacts

e INCrease the execution time
e INcrease the number of useless
speculation

e Slot occupying
- Imbalance in the Map execution
among nodes
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Data Skew

Data Skew

e The current Hadoop' s hash partitioning works well
when the keys are equally appeared and uniformly
stored in the data nodes

e In the presence of Partitioning Skew:

— Variation in Infermediate Keys' frequencies
— Variation in Intermediate Key’ s distribution amongst different data node

 Native blindly hash-partitioning is to be inadequate

and will lead 1o:

— Network congestion

— Unfairness in reducers’ inputs 2 Reduce computation Skew
— Performance degradation
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Data Skew

Data Node3
K K ------ ke kel [k ke ke
----- <] PEE << JEBE BB

hash (Hash code (Intermediate-key) Modulo ReducelD)

BB E R

Data Nodel Data Node?2 Data Node3
Total Data Transfer 11 15 18 Total
44/54
Reduce Input 29 17 8 CV
58%
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Energy Efficency

e Data-centers consume large amount of

energy
— High monetary

« Power bills become a substantial part of the total cost
of ownership (TCO) of data-center (40% of the total cost)

— High carbon emission

Data Centre Power Supplier
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Energy-efficiency in

Energy-aware
data-layout

Dynamic voltage and
frequency scaling

Exploiting renewable energy

Hadoop

—— VM Consolidation

Energy-aware

) Resources management
Energy Efficiency

for Hadoop

Energy-aware

—— Cluster re-configuration

Jobs scheduling

Sleep State

~ Tuming on and off the whole
cluster

I hu’a,- Big Data Processing in the Cloud: Hadoop and Beyond
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Effective Stragglers Mitigation

Launching copies Resource consumption

1

0.8
0 / | | | i Improve the detection and |
L Proportion of speculative tasks CM U -I-ro ce Of i ) . i
@ Proportiontgftzjc?ézls:‘i?QSZESI;?/I;S H i h an d I n g mecC h anisms use d E
0.4 tasks to the total speculative tasks p I’O d U C ‘I- | O n i | n H ad O O E
Hadoop cluster | P |
0.2 AN, J

0 | I .
0 20 40 60 80 100

Proportion of tasks
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Job Scheduling

 MapReduce / Hadoop originally designed for
high throughput batch processing

e Today's workload is far more diverse:

— Many users want to share a cluster
 Engineering, marketing, business intelligence, etc

— Vast majority of jobs are short
 Ad-hoc queries, sampling, periodic reports

— Response time is critical
e Interactive queries, deadline-driven reports

» How can we efficiently share MapReduce
clusters between userse
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e POST-HADOOP
APPROACHES:

The Berkeley Dato
Analytics Stack
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Berkeley Data Analytics Stack

Sk | MLbase BlinkDB Sata
Streaming ML-Lib Storm | MPI {IProcessing
Apache Spark Hadoop MR
Tachyon ‘ Data
HDFS Storage | mgmt.

Resource
Apache Mesos YARN Resource Mgr Mgmt.

I Released (BDAS) | In development (AMP) 3" party open source
(Developer/Alpha releases)

AMP BDAS Components being released under BSD or Apache Open Source License
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Berkeley Data Analytics Stack

Spark MLbase
Streaming ML-Lib

Data
Storm | MPI {IProcessing

Apache Spark

-

Data
Tachyon ‘ HDFS Storage Mgmt.

Resource
Apache Mesos YARN Resource Mgr Mgmt.

I Released (BDAS) | In development (AMP) 3" party open source
(Developer/Alpha releases)

AMP BDAS Components being released under BSD or Apache Open Source License
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BDAS Present - Summary

3 Graph | MLbase BlinkDB Pig
N X ML-Lib HIVE oiorm
Apache Spark Hadoop MR

MPI

Data
Processing

Tachyon

HDFS Storage

Data
Mgmt.

Apache Mesos YARN Resource Mgr

Resource
Mgmt.

e Spark Streaming — Real-time Processing

e Tachyon — Memory-based layer on top of HDFS
e BlinkDB — Approximate Query Processing

e MLlib — Scalable Distributed Machine Learning

Library in Spark

e GraphX - Graph processing integrated with Spark

and Shark

See http.//amplab.cs.berkeley.edu/publications for more information
I &zu’a,- Big Data Processing in the Cloud: Hadoop and Beyond
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Beyond Hadoop

e Complex apps and interactive queries both
need one thing that MapReduce lacks:
e Efficient primitives for data sharing

(

In MapReduce, the only way to share data
AcCross jobs is stable storage = slow!

~\

M. Zaharia, et al, Resilient Distributed Datasets: A fault-tolerant abstraction for in-
memory cluster computing, NSDI 2012.
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Examples

HDFS HDFS HDFS HDFS
ﬁ read Writeﬁ read writeﬁ
Input
result 1
result 2

but necessary for fault tolerance

memory cluster computing, NSDI 2012.

Slow due to replcoﬂon and aisk /O, }

I 67/262?/— Big Data Processing in the Cloud: Hadoop and Beyond 20/06/2016




| Batch |
7S

Spar
[ Interactive ]<:>[ Streaming ]

e Fast, MapReduce-like engine

* In-memory storage abstraction for iterative/interactive
queries

 General execution graphs

 Up to 100x faster than Hadoop MR (2-10x even for on-disk)

Compatible with Hadoop's storage APIs

« Can access HDFS, HBase, S3, SequencetFiles, efc
e Great example of ML/Systems (and eventually

DB) collaboration

Introducin§pa
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INn-Memory Data Sharing

Input

one-time
processing

[ 10-100 X faster than network/disk ]

M. Zaharia, et al, Resilient Distributed Datasets: A fault-tolerant abstraction for in-memory cluster
computing, NSDI 2012.
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oark Streaming
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Why Spark Streaminge

Many big-data applications need to process large

data streams in realtime

Website monitoring

O‘VEMEW © Refresh anm, Lastwoek | Lastmonth | Altme | Jun 16, 2010 2:56 PM - Jun 16, 2010 4

200

“ Fraud detection

««/‘\Mj\/ 1110101010000000100101 o
WWM/\WW “W101010101010101000 Ad monetization
%0001010001010/=2
' Google [ houses |[Search | aoummond zans

N\ .

Posts More » Traffic Sources Web Show options... \ Results 1 - 10 of about 22,100,000 for bigd houses. (0.19
Blogger integrates with Amazon Associates bitp:/ {weww, blogger.com/home Bird Houses ponsored Links Sponsored Links
Dec 18, 2009 Sy bittp:/ fbuzz. blogger.com./ www. Scotts.com Scotts attracts colorful birds to your backyard! .

Bird Houses
Express yourself with the Blogger Template Designe. httpe//wwrw. blogger.com/feat Specialty Bird Houses Find All Types Of Bird Feeders And
May 28, 2010 — www_birds-out-back com Roosting Boxes, Purple Martins, Bat Chalets. Houses At Lowe's® New Lower Pric

Audience www_Lowes.com

Create Pages in Bl i
reate Pages in Blogaer Bird Houses at BestNest

Feb 3, 2010 - -— < i

® - -’\ ¥ www_bestnest com Over 225 different houses in stock. Free shipping! Bird Houses Sale

e off wouic Follosiats Authorized Dealer Mew Designs.

;;:’_.I_ro" e r—— w Learn More About Bird Houses Low Price Guarantee- Free Shipping
Bird House: JustBirdHouses.net leam more about blue bird houses and M.mewmum.wm

Blogger Template Designer Mow Available To Everyon.., birdhouses, along with our blue bird house and purple martin bird houses. &8¢

- = www_justbirdhouses.net/ - Cached - Similar -
i High Quality Bird Houses

Bird Houses Mesting boxes & decorative houses.
Bird Houses and Bird Feeders for north american bird species. 5-Star Service. Free Shipping $75+
www.birdhouses101.com/ - Cached - Similar - www.backyardbird.com

Bird Feeders, Bird Houses - The Backyard Bird Company Decorative Bird Houses
Bird Feeders - The Backyard Bird Company has a variety of bird feeders Beautify Your Garden With Our

M. Zaharia, et al, Resilient Distributed Datasets. A fauli = e i i, a1 )
computing, NSDI 2012.
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Discretized Stream
Processing

Run a streaming computation as a series of
very small, deterministic batch jobs  live data stream

3 Chop up the live stream into batches of

]
X seconds batches of X
. seconds —
- Batch sizes as low as Y2 second, latency ~ - e
1 second

@EmEmE Spark
processed

results

M. Zaharia, et al, Resilient Distributed Datasets: A fault-tolerant abstraction for in-memory cluster computing,
NSDI 2012.
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Questions

—
J
y




