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Era of Big Data Era of Big Data Era of Big Data Era of Big Data 
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What is Big Data?What is Big Data?
“Big data refers to data sets whose size is beyond the 

ability of typical database software tools to capture  ability of typical database software tools to capture, 
store, manage and analyze.”  - The McKinsey Global 
Institute   2011Institute,  2011

“Big data is the term for a collection of data sets so 
large and complex that it becomes difficult to g p
process using on-hand database management tools 
or traditional data processing applications. -
htt // iki di / iki/Bi d t  http://en.wikipedia.org/wiki/Big_data 
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How How bigbig is Big Data ?is Big Data ?
Earlier Berkeley studies estimated that by the 

end of 1999, the sum of human-produced 
i f ti  (i l di  ll di  id  information (including all audio, video 
recordings and text/books) was about 12 
Exabytes of dataExabytes of data.

Eric Schmidt: Every 2 Days We Create As Much Eric Schmidt: Every 2 Days We Create As Much 
Information As We Did Up To 2003.  
http://techcrunch.com/2010/08/04/schmidt-data/p
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Big picture of Big DataBig picture of Big Data
In 2010 The digital Universe was

1.2 ZettaBytes
In 2015In 2015

8 ZettaBytes
In a decade the Digital 

Universe will be 

35 ZettaByte

Source: The economist Feb 25 2010 
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11..2 2 ZettabyteZettabyte? ? 
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What are the sources of Big What are the sources of Big What are the sources of Big What are the sources of Big 
Data?Data?Data?Data?
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Particle accelerators in physics

Our DataOur Data--Driven world: Driven world: Science Science 
Astronomical instruments

CERN’s Large Hydron Collider (LHC) 
generates 15 PB a year

SQUARE KILOMETRE ARRAY (SKA) :The 
ld'  l t di  t l ) ill 

Climate Simulations

The NASA Center for 
world's largest radio telescope) will 
collect 1 PB a day ~ 400 PB a year

Climate Simulation 
(NCCS) stores 32 
petabytes of climate 
observations and 
simulations on the simulations on the 
Discover 
supercomputing cluster. 

Genome sequencers 
in biology

10

gy
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Our DataOur Data--Driven world Driven world Web DataWeb Data

• Google processes 20 PB a day (2008)

• eBay has 6.5 PB of user data + 50 TB/day (5/2009)
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Our DataOur Data--Driven world Driven world Social NetworksSocial Networks

• Facebook has 2 5 PB of user data + 15 • Facebook has 2.5 PB of user data + 15 
TB/day (4/2009)

• Twitter Generate approximately 12 TB of • Twitter Generate approximately 12 TB of 
data per day 
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Industry  Industry  Our DataOur Data--Driven world Driven world Industry  Industry  

A single airplane engine generates more than 10 TB 
f d t   30 i tof data every 30 minutes.
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Business & Commerce Business & Commerce Our DataOur Data--Driven world Driven world Business & Commerce Business & Commerce 

• New York Stock Exchange 1TB of data 
everydayeveryday

• Walmart’s customer transactions generate 
2 5 petabytes of data every hour2.5 petabytes of data every hour.
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Internet of ThingsInternet of ThingsOur DataOur Data--Driven world Driven world Internet of ThingsInternet of Things
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Wh t i  Wh t i  BiBi D tD t d f ? d f ? What is What is BigBig DataData used for? used for? 

Big Data has the potential to Big Data has the potential to revolutionizerevolutionize our lives in many waysour lives in many ways

Scientific discoveries Intelligent transportation National and computer security Scientific discoveries Intelligent transportation National and computer security 

Early warning of natural disasters Decisions

DiagnosisDiagnosis

Prevent failures
Why is the system slow?
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Bi  D t  Ch ll  Bi  D t  Ch ll  Big Data Challenges Big Data Challenges 
Big Data has the potential to Big Data has the potential to revolutionizerevolutionize our lives in many waysour lives in many ways

Volume 
8 ZettaBytes in 2015

Variety
Many Forms

Velocity
In 60 seconds: 8 ZettaBytes in 2015

Big Data sizes will continue 
to grow at annual rate of 

Many Forms
Structured, unstructured, 

Text  multimedia

In 60 seconds: 

694,445 search queries (G)
168 Million Emails are sentto grow at annual rate of 

26.24%1 Text , multimedia 168 Million Emails are sent

St i  o Storing 
o Sharing
o Processing
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1 IDC Study on Worldwide Big Data Technology and Services: 2014-2018 Forecast
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Bi  D t  Ch ll  Bi  D t  Ch ll  Big Data Challenges Big Data Challenges 
Big Data has the potential to Big Data has the potential to revolutionizerevolutionize our lives in many waysour lives in many ways

Volume 
8 ZettaBytes in 2015

Variety
Many Forms

Velocity
In 60 seconds: 8 ZettaBytes in 2015

Big Data sizes will continue 
to grow at annual rate of 

Many Forms
Structured, unstructured, 

Text  multimedia

In 60 seconds: 

694,445 search queries (G)
168 Million Emails are sentto grow at annual rate of 

26.24%1 Text , multimedia 168 Million Emails are sent

St i  o Storing 
o Sharing
o Processing

o All these types of data 
need to linked together

Social 
Media

Banking
Finance

Customer

a ce

Purchase
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1 IDC Study on Worldwide Big Data Technology and Services: 2014-2018 Forecast
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Bi  D t  Ch ll  Bi  D t  Ch ll  Big Data Challenges Big Data Challenges 
Big Data has the potential to Big Data has the potential to revolutionizerevolutionize our lives in many waysour lives in many ways

Volume 
8 ZettaBytes in 2015

Variety
Many Forms

Velocity
In 60 seconds: 8 ZettaBytes in 2015

Big Data sizes will continue 
to grow at annual rate of 

Many Forms
Structured, unstructured, 

Text  multimedia

In 60 seconds: 

694,445 search queries (G)
168 Million Emails are sentto grow at annual rate of 

26.24%1 Text , multimedia 168 Million Emails are sent

St i  o Storing 
o Sharing
o Processing

o All these types of data 
need to linked together

o Needs to be processed fast
o Product recommendations that 

are relevant & compelling
o Air traffic controlo Air traffic control
o Self driving cars

Late decisions missing opportunities
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1 IDC Study on Worldwide Big Data Technology and Services: 2014-2018 Forecast

Big Data Processing in the Cloud: Big Data Processing in the Cloud: HadoopHadoop and Beyondand Beyond



… and Privacy… and Privacy
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Goodbye AnonymityGoodbye AnonymityGoodbye AnonymityGoodbye Anonymity
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Big Data opportunities?
o Programming modelg g

– MapReduce: Simple yet scalable model

o Available computation/storage power
– Cloud computing: Allows users to lease computing 
and storage resources in a Pay-As-You-Go manner
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Data is ONLY as useful as the decisions it enables
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M R dM R d S t  S t  MapReduceMapReduce System System 

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

<key, value>
Reduce Phase

sets.                                                               --- OSDI 2004 --
Map Phase 

Map
Reduce

Input OutputMap

Reduce

Input Output

Map

Shufflemap Reduce
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M R dM R d M d lM d lMapReduceMapReduce ModelModel

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

M

<key, value>

sets.                                                               --- OSDI 2004 --
Map Phase 

Map

Map

Reduce

Input Output

Map
Reduce

Shufflemap Reduce

map(k, v) → <k', v'>*
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Records from the data source (lines out of files, rows of a database, etc) are fed into the map 
function as key*value pairs: e.g., (filename, line)
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M R dM R d M d lM d lMapReduceMapReduce ModelModel

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

M

<key, value>

sets.                                                               --- OSDI 2004 --
Map Phase Reduce Phase

Map

Map

Reduce

Input Output

Map
Reduce

Shufflemap Reduce
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After the map phase is over, all the intermediate values for a given output key are combined 
together into a list
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M R dM R d M d lM d lMapReduceMapReduce ModelModel

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

M

<key, value>

sets.                                                               --- OSDI 2004 --
Map Phase Reduce Phase

Map

Map

Reduce

Input Output

Map
Reduce

Shufflemap Reduce

reduce(k', <v'>*) → <k', v''>*

reduce() combines those intermediate values into one or more final values per key (usually 
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reduce() combines those intermediate values into one or more final values per key (usually 
only one)
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M R dM R d S t  S t  MapReduceMapReduce System System 

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

MapReduce: Runtime Environment
Google File System 

sets.                                                               --- OSDI 2004 --

Google File System 
Master

Worker Worker Worker Worker

CA E EB BC EDDA FFile: GFS
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GFS
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M R dM R d S t  S t  MapReduceMapReduce System System 

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

MapReduce Framework runs on the top of Google 
MapReduce: Runtime Environment 

sets.                                                               --- OSDI 2004 --

MapReduce Framework runs on the top of Google 
distributed File system (GFS)

o Files are divided into blocks (64MB)( )
o Blocks are replicated and distributed on many 

machines
o Optimize read and write operations
o Fault-tolerance
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MR  M i  f t  MR  M i  f t  MR: Main features MR: Main features 

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

o Data locality
MapReduce: Runtime Environment 

sets.                                                               --- OSDI 2004 --

o Data locality
o Co-locating data and computation

o Fault-tolerance
o Re-execute tasks belonging to Failed node on another node 

o Exploit Parallelism
o Running independent Map (blocks) and Reduce (keys)
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MR  M i  f t  MR  M i  f t  MR: Main features MR: Main features 

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

MapReduce: Runtime Environment 
sets.                                                               --- OSDI 2004 --

Locality: co-locating 
Master

y
data and computation

Worker Worker Worker Worker

CA E EB BC EDDA FFile: GFS
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GFS
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MR  M i  f t  MR  M i  f t  MR: Main features MR: Main features 

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

MapReduce: Runtime Environment 
sets.                                                               --- OSDI 2004 --

Fault-tolerance: 
Master On worker failure

Detects failure via 
periodic heartbeats 
Re executes completed & 

Worker Worker Worker Worker

Re-executes completed & 
in-progress map() tasks

CA E EB BC EDDA FFile: GFS
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GFS
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MR  M i  f t  MR  M i  f t  MR: Main features MR: Main features 

MapReduce is a programming model and an associated 
implementation for processing and generating large data 
sets                                                                OSDI 2004 

MapReduce: Runtime Environment 
sets.                                                               --- OSDI 2004 --

Parallelism:Parallelism:
map() functions run in parallel, creating different intermediate 
values from different input data setsvalues from different input data sets

reduce() functions also run in parallel, each working on a 
different output key

All values are processed independently
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Actual Google Actual Google MapReduceMapReduceActual Google Actual Google MapReduceMapReduce

Example is written in pseudo-code

Actual implementation is in C++, using a MapReduce library

Bindings for Python and Java exist via interfacesBindings for Python and Java exist via interfaces

True code is somewhat more involved (defines how the input 

key/values are divided up and accessed, etc.)

"Google Infrastructure for Massive Parallel Processing", Walfredo Cirne,  Presentation in the industrial track in 
CCGrid'2007.
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Th  C l d S  C t  Th  C l d S  C t  The Colored Squares Counter The Colored Squares Counter 
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Th  C l d S  C t  Th  C l d S  C t  The Colored Squares Counter The Colored Squares Counter 

split
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Th  C l d S  C t  Th  C l d S  C t  The Colored Squares Counter The Colored Squares Counter 

map

split
map

map
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Th  C l d S  C t  Th  C l d S  C t  The Colored Squares Counter The Colored Squares Counter 

map Shuffle/sort

split
map Shuffle/sort

map Shuffle/sortShuffle/sort
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Th  C l d S  C t  Th  C l d S  C t  The Colored Squares Counter The Colored Squares Counter 

Shuffle/sort

Shuffle/sort

Shuffle/sortShuffle/sort
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Th  C l d S  C t  Th  C l d S  C t  The Colored Squares Counter The Colored Squares Counter 

Shuffle/sort

Shuffle/sort

Shuffle/sortShuffle/sort
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Th  C l d S  C t  Th  C l d S  C t  The Colored Squares Counter The Colored Squares Counter 

Shuffle/sort Reduce
,7

Shuffle/sort Reduce
,7

Shuffle/sort ReduceShuffle/sort Reduce
,4
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Word Count ExampleWord Count ExampleWord Count ExampleWord Count Example
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MapReduceMapReduce: Implementations: Implementations
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Apache HadoopApache Hadoop
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TODAY  th  i  f TODAY  th  i  f H dH d ! ! TODAY: the reign of TODAY: the reign of HadoopHadoop! ! 

Hadoop is a top-level Apache project

Hadoop is advocated by industry’s premier Web players --
Google, Yahoo!, Microsoft, and Facebook-- as the engine 
to power the cloudto power the cloud.

Web 
Indexing

Spam 
Detection

Smart 
Advertising 

Market 
Analysis

Who is using Hadoop?
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HadoopHadoop History History 
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NYTimes articles from 1851 -1922 available to the public online.  There was a total of 11 million 
articles.  They had to take sometimes several TIFF images and scale and glue them 
together to create one PDF version of the article.  They used 100 EC2 instances to 
complete the job in just under 24 hours.  They started with 4TB of data that was uploaded 
into S3 and through the conversion process created another 1.5TB.
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WhoWho isis not not Using  HadoopUsing  Hadoop????WhoWho isis not not Using  HadoopUsing  Hadoop????

48

Source: Hadoop Summit Presentations 

2020//0606//20162016Big Data Processing in the Cloud: Big Data Processing in the Cloud: HadoopHadoop and Beyondand Beyond



49

Source: Wikibon 2013
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HadoopHadoop ComponentsComponents
Distributed File System

Name: HDFS– Name: HDFS

– Inspired by GFS

Distributed Processing Framework

– Modelled on the MapReduce

abstractionabstraction

http://wiki.apache.org/hadoop/HadoopPresentations
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HDFS Architecture: HDFS Architecture: NameNodeNameNode
Master-worker Architecture
HDFS Master “NameNode”

– Manages all file system metadata in memory
List of files• List of files

• For each file name, a set of blocks
• For each block, a set of DataNodes

il  ib  ( i  i  li i  f )• File attributes (creation time, replication factor)
– Controls read/write access to files
– Manages block replication
– Transaction log: register file creation, deletion, etc.

http://wiki.apache.org/hadoop/HadoopPresentations
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HDFS Architecture: HDFS Architecture: DataNodesDataNodes
HDFS servers “DataNodes”
A DataNode is a block server 

Stores data in the local file system (e g  ext3) – Stores data in the local file system (e.g. ext3) 
– Stores meta-data of a block (e.g. CRC) 
– Serves data and meta-data to Clients 

Block Report 
– Periodically sends a report of all existing blocks to the 
NameNodeNameNode

Pipelining of Data 
– Forwards data to other specified DataNodes

P f  li ti  t k   i t ti  b  N N dPerform replication tasks upon instruction by NameNode
Rack-aware

http://wiki.apache.org/hadoop/HadoopPresentations
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HDFS ArchitectureHDFS Architecture

http://wiki.apache.org/hadoop/HadoopPresentations
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Fault Tolerance in HDFSFault Tolerance in HDFS
DataNodes send heartbeats to the NameNode 

– Once every 3 seconds 
NameNode uses heartbeats to detect 
DataNode failures

– Chooses new DataNodes for new replicas
– Balances disk usage 

Balances communication traffic to DataNodes– Balances communication traffic to DataNodes

http://wiki.apache.org/hadoop/HadoopPresentations
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Data PipeliningData Pipelining
Client retrieves a list of DataNodes on which to 
place replicas of a block p p

– Client writes block to the first DataNode 
– The first DataNode forwards the data to the next 
– The second DataNode forwards the data to the 
next 

DataNode in the Pipeline DataNode in the Pipeline 
– When all replicas are written, the client moves on 
to write the next block in fileto write the next block in file

http://wiki.apache.org/hadoop/HadoopPresentations
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HadoopHadoop MapReduceMapReduce
Master-worker architecture
•Map-Reduce Master “JobTracker”

– Accepts MR jobs submitted by users

– Assigns Map and Reduce tasks to 

TaskTrackersTaskTrackers

– Monitors task and TaskTracker status, re-

executes tasks upon failure
http://wiki.apache.org/hadoop/HadoopPresentations
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HadoopHadoop MapReduceMapReduce
Master-worker architecture

•Map-Reduce worker “TaskTrackers”
– Run Map and Reduce tasks upon 
instruction from the JobTracker

•Manage storage and transmission of 
intermediate output

http://wiki.apache.org/hadoop/HadoopPresentations
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Deployment: HDFS + MR

http://wiki.apache.org/hadoop/HadoopPresentations
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Zoom on Map Phase Zoom on Map Phase 

“Handling partitioning skew in MapReduce using LEEN” S Ibrahim, H Jin, L Lu, B 
He, G Antoniu, S Wu - Peer-to-Peer Networking and Applications, 2013

2020//0606//20162016Big Data Processing in the Cloud: Big Data Processing in the Cloud: HadoopHadoop and Beyondand Beyond -- 5959



Zoom on Reduce Phase Zoom on Reduce Phase 
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Data LocalityData Locality
Data Locality is exposed in the Map Task 
scheduling 
Data are Replicated:
– Fault tolerance

P f   di id  th  k  d– Performance : divide the work among nodes
Job Tracker schedules map tasks considering:

Node aware– Node-aware
– Rack-aware 
– non-local map Tasks
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FaultFault--tolerancetolerance
TaskTrackers send heartbeats to the Job 
Tracker

O  3 d  » Once every 3 seconds 

TaskTracker uses heartbeats to detect
» Node is labled as failed If no heartbeat is recieved for a defined
expiry time (Defualt : 10 Minutes) 

Re-execute all the ongoing and completeRe-execute all the ongoing and complete
tasks
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Speculation in Speculation in HadoopHadoop
• Nodes slow (stragglers) run backup tasks

Other jobs consuming resources on machine
Bad disks with soft errors transfer data very slowly
Weird things: processor caches disabled (!!)

Adopted from a presentation by Matei Zaharia “Improving MapReduce Performance inAdopted from a presentation by Matei Zaharia Improving MapReduce Performance in 
Heterogeneous Environments”, OSDI 2008, San Diego, CA, December 2008.
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Speculation in Speculation in HadoopHadoop
• Nodes slow (stragglers) run backup tasks

Other jobs consuming resources on machine
Bad disks with soft errors transfer data very slowly
Weird things: processor caches disabled (!!)

Node 1

Node 2

Adopted from a presentation by Matei Zaharia “Improving MapReduce Performance inAdopted from a presentation by Matei Zaharia Improving MapReduce Performance in 
Heterogeneous Environments”, OSDI 2008, San Diego, CA, December 2008.
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Speculation in Speculation in HadoopHadoop
• Nodes slow (stragglers) run backup tasks

Other jobs consuming resources on machine
Bad disks with soft errors transfer data very slowly
Weird things: processor caches disabled (!!)

Node 1

Node 2

Adopted from a presentation by Matei Zaharia “Improving MapReduce Performance inAdopted from a presentation by Matei Zaharia Improving MapReduce Performance in 
Heterogeneous Environments”, OSDI 2008, San Diego, CA, December 2008.
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Speculation in Speculation in HadoopHadoop
• Nodes slow (stragglers) run backup tasks

Other jobs consuming resources on machine
Bad disks with soft errors transfer data very slowly
Weird things: processor caches disabled (!!)

Node 1

Node 2

Adopted from a presentation by Matei Zaharia “Improving MapReduce Performance inAdopted from a presentation by Matei Zaharia Improving MapReduce Performance in 
Heterogeneous Environments”, OSDI 2008, San Diego, CA, December 2008.
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Speculation in Speculation in HadoopHadoop
• Nodes slow (stragglers) run backup tasks

Other jobs consuming resources on machine
Bad disks with soft errors transfer data very slowly
Weird things: processor caches disabled (!!)

Node 1

Node 2

Adopted from a presentation by Matei Zaharia “Improving MapReduce Performance inAdopted from a presentation by Matei Zaharia Improving MapReduce Performance in 
Heterogeneous Environments”, OSDI 2008, San Diego, CA, December 2008.
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Speculation in Speculation in HadoopHadoop
• Nodes slow (stragglers) run backup tasks
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Speculation in Hadoop
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Speculation in Speculation in HadoopHadoop
• Nodes slow (stragglers) run backup tasks
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HadoopHadoop ecosystemecosystem
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HadoopHadoop ecosystemecosystem
• Core: Hadoop MapReduce and HDFS 
• Data Access: Hbase, Pig, Hive
• Algorithms: Mahout
• Data Import: Flume, Sqoop and Nutch 
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Hadoop 1 0 vs Hadoop 2 0Hadoop 1.0 vs Hadoop 2.0
Split up the two major functions of JobTrackerSplit up the two major functions of JobTracker
– Cluster resource management
– Application life-cycle management
MapReduce becomes user-land library MapReduce becomes user land library 

MapReduce Others
MapReduce
(cluster resource 
management YARN

( l )

(data processing) Others

HDFS
(redundant, reliable 

t )

& data processing)

HDFS2
(redundant, highly‐available & reliable 

t )

(cluster resource management)

Scalability-Fault-tolerance- Support for programming paradigms –

storage) storage)

Better utilization
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HadoopHadoop ecosystemecosystem
D t b  P i  • Database 
primitives

• Processing 
• Pig

• Hbase
»Wide column data 

Pig
»A high level data-

flow language and 
structure built on 
HDFS

flow language and 
execution 
framework for 
parallel 
computatuonp
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Hadoop ecosystem
Al ith  P i  • Algorithm 

• Mahout
• Processing 
• HiveMahout

»Scalable machine 
learning data 

Hive
»Data Warehouse 

Infrastructure learning data 
mining 

»Runs on the tip of 

Infrastructure 
»Support for custom 

mappers and p
Hadoop 

pp
reducers for more 
sophisticated p
analysis
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HadoopHadoop ecosystemecosystem
D t  I t D t  I t • Data Import 

• Sqoop

• Data Import 
• Flume • Sqoop

– Structured Data 

• Flume 

– Import streams 

– Import and Export from 

RDBMS to HDFS 

– Text files and systems logs 

RDBMS to HDFS 
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HadoopHadoop ecosystemecosystem
C di ti  S h d li  • Coordination 

• ZooKeeper 

• Scheduling 
• Oozie • ZooKeeper 

– A high-performance 

• Oozie 

– A workflow scheduler 

coordination service for 

distributed applications  

system to manage Apache 

Hadoop jobsdistributed applications. Hadoop jobs
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RResearch esearch challenges challenges 
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Data localityData locality
D t  l lit  i  th  Cl dData locality in the Cloud

N d 1 N d 2 N d 3 N d 5N d 4 N d 6Node1 Node2 Node3 Node5Node4 Node6

31 105 13 9764 5 67 1082 2 4

9 12 12 8 11 11

Empty node Empty node Empty node 

The simplicity of Map tasks Scheduling leads to

Non‐local maps execution (25%)    
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Data locality: Data locality: Side impacts Side impacts 
• Increase the execution time

Increase the number of useless • Increase the number of useless 
speculation speculation 

• Slot occupying
I b l  i  th  M  ti  – Imbalance in the Map execution 

among nodes
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Data SkewData Skew
Data Skew
• The current Hadoop’s hash partitioning works well 

h  th  k   ll  d d if l  when the keys are equally appeared and uniformly 
stored in the data nodes

• In the presence of Partitioning Skew:• In the presence of Partitioning Skew:
– Variation in Intermediate Keys’ frequencies
– Variation in Intermediate Key’s distribution amongst different data node

• Native blindly hash-partitioning is to be inadequate Native blindly hash partitioning is to be inadequate 
and will lead to:
– Network congestion

Unfairness in reducers’ inputs ? Reduce computation Skew– Unfairness in reducers inputs ? Reduce computation Skew
– Performance degradation
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Data SkewData Skew
Data Node1

K1 K1 K1 K2 K2 K2

Data Node2
K1 K1 K1 K1 K1 K1

Data Node3
K1 K1 K1 K2K2K1K1 K1 K1 K2 K2 K2 K1 K1 K1 K1 K1 K1 K1 K1 K1 K2K2K1

K2 K2 K3 K3 K3 K3

K4 K4 K4 K4 K5 K6

K1 K1 K1 K2 K4 K4

K4 K5 K5 K6 K6 K6

K2 K4 K4 K4 K4 K4

K4 K5 K5 K5 K5 K5

K2 K2 K3 K3 K3 K3

K4 K4 K4 K4 K5 K6

K1 K1 K1 K2 K4 K4

K4 K5 K5 K6 K6 K6

K2 K4 K4 K4 K4 K4

K4 K5 K5 K5 K5 K5

hash (Hash code (Intermediate-key) Modulo ReduceID)
K1 K2 K3 K4 K5 K6K1 K2 K3 K4 K5 K6

Data Node1 Data Node2 Data Node3

l  f  8 t l Total Data Transfer 11 15 18 Total 
44/54

Reduce Input 29 17 8 cv
58%
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Energy Energy EfficencyEfficency
• Data-centers consume large amount of 

energy
– High monetary 

• Power bills become a substantial part of the total cost 
of ownership (TCO) of data-center (40% of the total cost)of ownership (TCO) of data-center (40% of the total cost)

– High carbon emission 
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EnergyEnergy--efficiency in efficiency in HadoopHadoop
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Effecti e Stragglers Mitigation Effecti e Stragglers Mitigation Effective Stragglers Mitigation Effective Stragglers Mitigation 
Resource  consumptionLaunching copies

 1

Improve the detection and 
handling mechanisms used 

 0.6

 0.8

C
D

F

Proportion of speculative tasks 
to the total launched tasks

Proportion of successful speculative 
CMU trace of 
production in Hadoop

 0.2

 0.4
p p

 tasks to the total speculative tasks production 
Hadoop cluster

 0
 0  20  40  60  80  100

Proportion of tasks
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Job Scheduling Job Scheduling Job Scheduling Job Scheduling 
• MapReduce / Hadoop originally designed for • MapReduce / Hadoop originally designed for 

high throughput batch processing
• Today’s workload is far more diverse:• Today s workload is far more diverse:

– Many users want to share a cluster
• Engineering, marketing, business intelligence, etcEngineering, marketing, business intelligence, etc

– Vast majority of jobs are short
• Ad-hoc queries, sampling, periodic reports

– Response time is critical
• Interactive queries, deadline-driven reports

How can we efficiently share MapReduce 
clusters between users?
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••POSTPOST--HADOOPHADOOPPOSTPOST HADOOPHADOOP
APPROACHES:APPROACHES:

The Berkeley Data The Berkeley Data 
Analytics StackAnalytics Stack
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Berkeley Data Analytics StackBerkeley Data Analytics Stacky yy y

BlinkDBMLbase

MPI
Data 
ProcessingStorm

Spark
Streaming Shark

BlinkDB Pig
HIVE

Graph
X

MLbase

ML-Lib

Apache Spark

DataTachyon

Hadoop MR

Resource

HDFS Storage
Data
Mgmt.

Tachyon

Apache Mesos Mgmt.

R l d (BDAS) In de elopment (AMP) 3rd party open source

YARN Resource Mgr

Released (BDAS) In development (AMP)
(Developer/Alpha releases)

3rd party open source

AMP BDAS Components being released under BSD or Apache Open Source LicenseAMP BDAS Components being released under BSD or Apache Open Source License
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Berkeley Data Analytics StackBerkeley Data Analytics Stacky yy y
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3rd party open source

AMP BDAS Components being released under BSD or Apache Open Source LicenseAMP BDAS Components being released under BSD or Apache Open Source License
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BDAS Present BDAS Present -- SummarySummaryyy

• Spark Streaming – Real-time Processingp g g
• Tachyon – Memory-based layer on top of HDFS
• BlinkDB – Approximate Query Processing

MLlib S l bl  Di t ib t d M hi  L i  • MLlib – Scalable Distributed Machine Learning 
Library in Spark

• GraphX – Graph processing integrated with Spark • GraphX – Graph processing integrated with Spark 
and Shark

See http://amplab.cs.berkeley.edu/publications  for more information
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Beyond Beyond HadoopHadoopBeyond Beyond HadoopHadoop

• Complex apps and interactive queries both 
d  thi  th t M R d l kneed one thing that MapReduce lacks:
• Efficient primitives for data sharing

In MapReduce, the only way to share data 
across jobs is stable storage slow!

M Zaharia et al Resilient Distributed Datasets: A fault tolerant abstraction for in
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M. Zaharia, et al, Resilient Distributed Datasets: A fault-tolerant abstraction for in-
memory cluster computing, NSDI 2012.  



ExamplesExamplesExamplesExamples
HDFS HDFS HDFS HDFS

iter. 1 iter. 2 .  .  .
read write read write

Input

1 lt query 1

query 2

result 1

result 2

HDFS
read

query 2

query 3

result 2

result 3
Input

query 3 result 3

.  .  .
M Zaharia et al Resilient Distributed Datasets: A fault tolerant abstraction for in

Slow due to replication and disk I/O,
but necessary for fault tolerance

2020//0606//20162016Big Data Processing in the Cloud: Big Data Processing in the Cloud: HadoopHadoop and Beyondand Beyond -- 9898

M. Zaharia, et al, Resilient Distributed Datasets: A fault-tolerant abstraction for in-
memory cluster computing, NSDI 2012.  



Introd cing
Batch

Introducing
Spark

F t  M R d lik  i

Interactive Streaming

• Fast, MapReduce-like engine
• In-memory storage abstraction for iterative/interactive 
queriesq
• General execution graphs
• Up to 100x faster than Hadoop MR (2-10x even for on-disk)

• Compatible with Hadoop’s storage APIs• Compatible with Hadoop s storage APIs
• Can access HDFS, HBase, S3, SequenceFiles, etc

• Great example of ML/Systems (and eventually Great example of ML/Systems (and eventually 
DB) collaboration
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InIn--Memory Data SharingMemory Data SharingInIn Memory Data SharingMemory Data Sharing

iter. 1 iter. 2 .  .  .

Input

query 1query 1

query 2
one‐time
processing query 2

query 3

p g

Input
query 3

.  .  .1010--100100×× faster than faster than network/disknetwork/disk
M Zaharia et al Resilient Distributed Datasets: A fault tolerant abstraction for in memory cluster
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M. Zaharia, et al, Resilient Distributed Datasets: A fault-tolerant abstraction for in-memory cluster 
computing, NSDI 2012.  



S k St iS k St iSpark StreamingSpark Streaming
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Why Spark Streaming?Why Spark Streaming?Why Spark Streaming?Why Spark Streaming?
Many big-data applications need to process large 

data streams in realtimedata streams in realtime
Website monitoring

Fraud detectionFraud detection

Ad monetization

M Zaharia et al Resilient Distributed Datasets: A fault tolerant abstraction for in memory cluster
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M. Zaharia, et al, Resilient Distributed Datasets: A fault-tolerant abstraction for in-memory cluster 
computing, NSDI 2012.  



DiscretizedDiscretized Stream Stream DiscretizedDiscretized Stream Stream 
Processing Processing Processing Processing 

Run a streaming computation as a series of 
very small  deterministic batch jobs live data streamvery small, deterministic batch jobs

Spark
Streaming

live data stream

Ch   th  li  t  i t  b t h  f 
batches of X 

seconds

Chop up the live stream into batches of 
X seconds

Batch sizes as low as ½ second, latency ~ 

Spark
processed 

1 second

processed 
results
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M. Zaharia, et al, Resilient Distributed Datasets: A fault-tolerant abstraction for in-memory cluster computing, 
NSDI 2012.  



QuestionsQuestions

Thank Thank Thank Thank 
You!You!You!You!


